Thesis Proposal
Characterizing China’s Information
Campaigns

Charity S. Jacobs

April 20, 2023

Software and Societal Systems Department
School of Computer Science
Carnegie Mellon University

Pittsburgh, PA 15213

Thesis Committee:
Kathleen M. Carley, Chair, Carnegie Mellon University
Patrick Park, Carnegie Mellon University
John Chin, Carnegie Mellon University
Matthew Benigni, U.S. Army Futures Command

Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Societal Computing.

Copyright © 2023 Charity S. Jacobs

This material is based upon work supported by the National Science Foundation Graduate Research Fellowship
(DGE 1745016), Department of Defense Minerva Initiative (N00014-15-1-2797), and Office of Naval Research
Multidisciplinary University Research Initiative (N0O0014-17-1-2675). Any opinions, findings, conclusions or rec-
ommendations expressed in this material are those of the author and do not necessarily reflect the views of the
National Science Foundation, the Department of Defense, or the Office of Naval Research.



April 12, 2023
DRAFT



Abstract

The information environment encompasses various organizations, individuals,
and systems that deal with information, with three interconnected dimensions: phys-
ical, informational, and cognitive. Today’s internet plays a crucial role in the infor-
mation environment, where information can be disseminated widely through viral
tweets, controlled via state censor protocols, or suppressed through government in-
ternet censorship. State actors are leveraging social networks for information cam-
paigns, making it imperative to understand who is disseminating what to whom.
However, existing research on state-sponsored campaigns, particularly related to
China’s activities, faces challenges due to proprietary data restrictions, resource con-
straints, and the anonymous nature of many public forums, resulting in a gap in
identifying state-sponsored inauthentic behavior on social media.

To address this research gap, my thesis leverages computational and network sci-
ence methods with political and sociological groundings to identify and characterize
state actor campaigns within the information environment. At the singular campaign
level, I use the network structure of a campaign to identify key actors and their func-
tions across different types of information campaigns. I then employ information
theory methods to analyze how China’s dialogue towards regional countries in the
area has shifted over time, examining the aggregated effects of campaign narratives.
Furthermore, I expand the research by utilizing a social cybersecurity framework to
map out how the People’s Republic of China (PRC) uses information maneuvers to
shape the information environment. To account for the technical means that state
actors may use to manipulate web browser results, particularly for websites that are
frequently used in information campaigns, I employ network structures of China’s
top website domains to identify common PRC search engine optimization techniques
that artificially boost a given site’s browser visibility. Lastly, I aggregate my find-
ings by expanding a decision-making game designed for analysts who are studying
how different types of actors manipulate the social media domain. I integrate key
measurements in the synthetic creation of a PRC information campaign and validate
generated data. These contributions enhance the understanding of state-sponsored
information campaigns and provide valuable tools to researchers in the field.
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Chapter 1

Introduction and Background

1.1 Thesis Research Goals

Information operations on social media platforms have gained significant attention in recent years
due to their measured negative impacts around events of great or grave importance, such as
national elections, protests, the COVID-19 pandemic, and conflicts such as Russia’s ongoing
war in Ukraine. A broad spectrum of actors wages these operations to influence and manipulate
a targeted audience towards a desired outcome, potentially changing how they act, think, or
engage with an idea or belief.

The increasingly connected way that society socializes, creates, and shares information has
led to the unprecedented speed of information and misinformation propagation. State actors in-
creasingly exploit and manipulate social media domains to promote their self-interest through
computational propaganda. The attribution of these campaigns poses challenges and frequently
is not feasible with the data available to researchers. To muddy the waters further regarding un-
derstanding who is doing what, the information environment is a complex ecosystem consisting
of an “aggregate of individuals, organizations, and systems that collect, process, disseminate, or
act on information.”

The field of computational analysis on state-actor activity continues to grow in tandem with
the growing awareness around information campaigns. However, the research community fre-
quently stops analyzing inauthentic activity as it occurs on a single platform, leaving a more
extensive landscape where actors can move from one social media platform to the next. This
thesis argues for a computational framework that can be applied to the information environment
to identify and characterize state-sponsored information campaigns at a micro-level and empir-
ically build off how a state-actor wages information operations to understand larger narratives
toward a desired end-state. We specifically analyze the People’s Republic of China (PRC) in
how they propagate narratives and propaganda, how those narratives target specific audiences,
and ultimately how China’s narratives and stories migrate and reach people through search results
targeting the international community.



1.2 Literature Review

1.2.1 Information Operations on Social Media

Social media platforms such as Twitter have become beakers for experimentation by state actors
against their own populations and external audiences, with evidence of organized campaigns
found in over 80 countries in a 2021 survey [18]]. These campaigns are engineered to imitate
organic human behavior to persuade, manipulate, coerce, or crowd out targeted online audiences
through information tactics such as distorting online discussion, bridging together, and exciting
users towards a viewpoint or topic [[11]. Oxford University researchers coined “computational
propaganda” to describe how inauthentic methods, such as automated bots and human curation,
can algorithmize and shape public opinion [81].

Inauthentic activity often comprises bot accounts controlled by automation software, troll
farms that use professionalized groups coordinating activity, and puppet accounts that use fic-
titious personas. These, among others, have been well-documented methods for disseminating
information and disinformation by imitating human social media interactions [33, 145, |60, [74]].
Bots have been shown to effectively change public opinion and shift narratives on social media,
creating a clear incentive for bad actors to manipulate the information domain [8} [13]]. This fact
is aided mainly due to the cost efficiency of bots versus paid troll users, paired with social media
users’ poor ability to determine if another account is authentic or a bot [31]. Additionally, bots are
useful as an amplification device in spreading and disseminating information campaigns through-
out a social network more efficiently than humans [81]. Social media users are easily swayed
by information cascades or social contagion in which users may adapt their behavior based on
how they perceive others are behaving or thinking a certain way [9]. Within the Twitter domain,
tweets are easily manipulated via the retweeting function, which bot automation efficiently ex-
ploits [3]. While Twitter periodically takes down bot networks, especially those associated with
state-sponsored activity, bots constantly adapt to circumvent bot detection measures [S7]].

1.2.2 China’s bureaucracy for propaganda

China’s underlying framework for information warfare draws significantly from its long history
of developing and disseminating propaganda. Authoritarian countries have been shown to enable
centralized power to inform and manage information campaigns more efficiently, and China
may be the best example of this [17]. We use the philosopher Jason Stanley’s definition of
propaganda to describe the informational context of these campaigns, where it “fundamentally
involves political, economic, aesthetic, or rational ideals, mobilized for a political purpose, used
to either prop up or erode some ideal [/6].”

China’s ruling party, the Chinese Communist Party (CCP), maintains its organizational ca-
pability for propaganda thru a structured hierarchy of various departments, the main offices of
which are the Central Propaganda Department (CPD) and the United Front, managed under the
CCP’s Central Committee, in addition to the Ministry of Foreign Affairs (MFA) under the State
Council Information Office (SCIO) [29]. The CPD controls all media outreach and oversight of
all propaganda systems, including oversight of China’s largest media companies, such as China
Global Television Network (CGTN) and Xinhua News. The United Front was developed for
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soft power influence, specifically charged with increasing the CCP’s support among domestic
ethnic groups, political, social, and economic elites, social media influencers, and the Chinese
international diaspora [29, [30]. The MFA serves as the general bureaucracy that liaisons with
foreign governments and heavily participates in public diplomacy, which entails one country
engaging and communicating with the population(s) of other countries in order to strategically
communicate narratives and extend its soft power influence [41]]. It is in large part through this
organizational structure, disciplinary measures, and strict censorship and surveillance that the
CCP maintains power so thoroughly in China [26].

China’s propaganda machine operates in tandem with a robust system of legislation and tech-
nological components to censor its domestic information sphere. Perhaps most symbolic of
China’s iron-clad control of domestic discourse is the “Great Firewall” or the Golden Shield
Project, completed in 2008 and designed to censor mainland China’s access to foreign websites
which are perceived to host negatively influential content to include politically sensitive informa-
tion, pornographic material, and online gambling content [25]. The Great Firewall uses IP and
domain name blocking techniques, keyword censorship, VPN detection, and increased penalties
for VPN manufacturers to control the flow of information into China [25]. Most notably, for this
thesis, the Chinese public cannot access the most popular websites worldwide, including social
media platforms such as Facebook, Twitter, and Youtube, and news sites such as the New York
Times, the Washington Post, and Fox News.

1.2.3 China’s approach to information operations

Much of what is known about China’s information campaigns is derived from social platforms
releasing data on inauthentic activity network takedowns, observational studies, and qualitative
research based on original Chinese government documents. China’s information campaigns have
typically promoted pro-China rhetoric and attacked perceived state enemies [70,78]]. Twitter sus-
pended hundreds of thousands of accounts between 2019 and 2020, where subsequent analysis
revealed these accounts were promoting PRC stances towards discussion around the Hong Kong
protests and COVID-19 [61.[78].

Further analysis of China’s sock puppet accounts reveal the use of both newly created and
dormant accounts that displayed poorly developed account bios with very few followers, where
batches of accounts are created on the same day with similar naming conventions [61]. Addi-
tionally, China has traditionally avoided using memes that often take on a life of their own and
potentially undermine centralized messaging control [[12]. Extensive computational journalism
by media outlets like the New York Times, ProPublica, and the Australian Strategic Policy In-
stitute has coordinated with Twitter in analyzing these networks. Key findings include evidence
of the Chinese government outsourcing Twitter campaigns to private companies, using a layered
ecosystem of state-sponsored accounts and influencers/foreign voices, and the prolific use of fake
accounts for amplification [62} 163, 72].

Past research, specifically on China’s MFA and Diplomatic Twitter accounts, determined
that information diffusion occurred primarily from key state-sponsored outlets as a function of
China’s centralized censorship policies. However, this research did not explore other elements
of information diffusion within the network beyond state-sponsored Twitter accounts [45]. Ad-
ditionally, this research was conducted when there were only 14 state-sponsored accounts com-



pared to the present count of over 300. More recent research from Oxford University found that
China’s Twitter accounts are heavily amplified by a small number of super-spreading accounts
that were later suspended. However, this research did not account for bot accounts or the type of
content being spread [73]].

1.2.4 Social CyberSecurity’s Role

The emerging field of social cybersecurity plays a critical role in understanding and analyzing
information operations that attempt to shape people’s engagement with ideas and beliefs, using
both social and computational frameworks [21]. The types of information communication that
are of interest to researchers, such as propaganda, misinformation, and disinformation, do not
exist in isolation from the tangible world, but rather exist within the complex interactions of
informational, physical, and cognitive elements in the information environment. As a result,
social cybersecurity provides an interdisciplinary approach to account for these complexities.

One notable framework in this field is the BEND framework, developed by researchers at
Carnegie Mellon University, which builds upon Ben Nimmo’s “4D” Approach used to describe
Russian information warfare against Ukraine in 2014 [67]. The BEND framework expands upon
the four tactics of dismiss, distort, distract, and dismay, and accounts for additional ways in
which actors may try to influence a target audience (see Figure|l.1|for the 16 BEND maneuvers).
This framework allows for the mapping of community and network maneuvers, as well as the
narratives that actors use to alter informational content towards a target audience, using bot
probability scores, psycholinguistic cues, and semantic stance with a social network [[12} 15, 21]].

In the context of global competition between China and the United States, China has been
employing influence operations against the United States with the objective of weakening the
US and exacerbating social and political divisions. This is often referred to as China’s “divide
and disintegrate” strategy [37]. In 2021, China started propagating narratives through its state-
affiliated news sources that the United States is in irreversible decline economically and socio-
culturally, with the ultimate goal of ending US global hegemony or even causing the collapse
of the United States [[14]. This belief was articulated by CCP Central Committee member Yang
Jiechi in the 2021 Anchorage Summit when he dismissively told US diplomats that the United
States does not have the qualification to speak to China from a position of strength [49].

China’s efforts to achieve information dominance over the United States are largely car-
ried out through social media manipulation, which can be effectively analyzed using the BEND
model. The CCP employs the doctrine of “Mind Superiority,” which involves using psycholog-
ical warfare to shape or control the enemy’s cognitive thinking and decision-making, as part of
its “cognitive domain operations” strategy [37]. This concept aligns with the US and NATO
concept of “information dominance” and can be seen as the desired end state of a successful
influence operation. By influencing what is discussed in the US and how it is discussed, China
aims to undermine US government policies and credibility, ultimately seeking to “divide and
disintegrate” the United States through its influence operations. Social cybersecurity plays a vi-
tal role in understanding and countering these efforts by analyzing the complex maneuvers and
narratives employed by state actors in the digital realm [21].
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Figure 1.1: Overview of the BEND manueuvers [15]]
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Chapter 2

Data and Tools

2.1 Data

This thesis incorporates data across different types of information campaigns. It extends methods
beyond social media data to capture a more holistic characterization of how China wages state-
sponsored campaigns toward Western audiences. This data incorporates rich social network
connections through the Twitter API, kinetic flight data from China’s air incursions towards
Taiwan, scraped media datasets from China’s Ministry of Foreign Affairs, Global Times and
People’s Daily state-affiliated newspapers, and exported search engine optimization data from
Ahrefs.

Table 2.1: Summary of datasets used in this thesis.

Data Type Size Ch.2 Ch.3 Ch.4 Ch.5
Elections in the Asia-Pacific Twitter 16M texts v v v
State Actor Timelines Twitter 180K tweets v v v v
Democracy Summit Twitter 7.2K tweets v v
Covert Operations Twitter 1M tweets v v
Taiwan Twitter 2M tweets v v v
Taiwan Kinetic Flight 3 years v

Scraped Data News 1.2M v

Ahrefs Data SEO IM v

2.1.1 Elections Data

Elections in the Asia-Pacific provide a regional context for how China participates in other re-
gional discourse and provides insight into geopolitical relations. Datasets are collected from the
Philippines, , Taiwan, South Korea, and Japan for over 16 million tweets from 2020 to 2022.
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2.1.2 State Actor Timelines

We used the Twitter V2 API to collect the timelines of approximately 350 Chinese government
or media-affiliated accounts for 180K tweets. We collected the retweets to understand better the
amplifying network supporting MOFA’s public diplomacy efforts.

2.1.3 Democracy Summit

The United States hosted a two-day “Summit on Democracy” event in mid-December 2021 to
address democracy-related challenges worldwide, inviting over one hundred countries to partic-
ipate. In response, Chinese state-sponsored Twitter accounts began a hashtag campaign around
this event with anti-US sentiment and messaging for its internal event called “Dialogue on
Democracy” on December 2, 2021. China’s hashtag campaign around the Summit on Democ-
racy represents a time-constrained influence campaign with extensive state-sponsored support.
We collected tweets using the hashtags #WhoDefinesDemocracy and #WhatisDemocracy, re-
sulting in the collection of 7,798 tweets from September 1 - December 31, 2021.

2.1.4 Covert Operations

The observable data that researchers have makes attribution extremely difficult. Social media
platforms maintain access to technical indicators that provide more certainty around attributing
state-sponsored information campaigns. We include suspected campaigns in addition to verified
campaigns to provide ground truth in our analysis of emerging covert information tactics.

* Critics of China: We collected 64,774 tweets from the Twitter API using the keywords
Guo Wengui, Li Meng Yan, and Jiayang Fan. China uses its spammy bot network to target
exiled Chinese citizens who do not support China’s geopolitical interests. These tweets are
not attributed but are likely PRC covert operations based on news reporting [23]].

* China’s Protest Lockdown: Protests erupted across China following the Urumgqi fire that
killed a family during China’s covid lockdown policy [32]]. A spammy network used po-
tential hashtag-jacking tactics to block out Twitter stories about the protests. We collected
over 3M tweets from November 28, 2022, to December 19, 2022, using hashtags of the
Chinese cities, using the following hashtags: #chinaprotest2022, #_t- & [Shanghai], #5
& K5 B [Urumgi Road], #== M [Lanzhou], #1t < [Beijing], #1L 3% T [Beijing Offline],
#P7 % [Lhasa] and #/4 T [Xining].

* Disclosed and Validated Twitter Network Takedowns: We have over 5,000 accounts from
2019-2021 that Twitter attributed to the PRC from Twitter’s Moderation Research Consor-
tium [24]]. This dataset includes account information and the tweets that these accounts
participated in.

2.1.5 Taiwan

We collected tweets using the hashtag #Taiwan, resulting in the collection of over three million
tweets from January 1, 2021 - October 31, 2022. We chose these dates to capture China’s Twitter
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dialogue before Russia invaded Ukraine, in addition to the months following US House Speaker
Nancy Pelosi’s visit to Taiwan in August. After filtering our data to tweets and retweets relevant
to Chinese-flagged accounts, our dataset consisted of 114,719 tweets.

We also use a time-series aggregation of incident reports published by Taiwan’s Republic of
China Ministry of National Defense on China’s People’s Liberation Army (PLA) air activities
within the Taiwanese Air Defense Identification Zone (ADIZ). These reports provide the number
and type of PLA aircraft in the ADIZ when they cross the median strait boundary, along with
location and time information [19} 20]].

2.1.6 Scraped Datasets

This dataset was exported from the FOCUSdata project at the National Security Studies Depart-
ment at New Jersey City University (NJCU), a collaborative project with the Rutgers University
Center for Critical Intelligence Studies under a grant from the U.S. Office of the Director of
National Intelligence (ODNI).

* Ministry of Foreign Affairs: 2,607 English-language speeches and communique from
China’s Ministry of Foreign Affairs from November 15, 2000, to December 31, 2022 [36].

* Global Times: 677,532 English-language articles from the state-affiliated Global Times
outlet. This dataset spans from April 9, 2009, to December 31, 2022 [34].

* People’s Daily: 544,940 English-language articles from the state-affiliated newspaper out-
let People’s Daily. This dataset spans from May 12, 2007, to December 31, 2022 [35].

2.2 Tools

2.2.1 Ora-Pro Software

Ora is a dynamic meta-network and visualization tool with interoperability to import other net-
work extraction technologies to visualize and measure information diffusion, belief change,
stance detection, and understand how networks change over time [4, [22]. Ora maintains an
import function for Twitter data and maps Twitter’s rich metadata fields to a meta-network struc-
ture. Critical data fields include the language metadata tag, sender of a tweet, whether a tweet is
a retweet and thus not the original tweet, temporal data and self-reported geotags. We use Ora
to rapidly calculate network metrics such as centrality measurements, community detection and
clustering and exploratory data analysis.

2.2.2 Netmapper

Netmapper is part of Ora’s interoperable pipeline for network analysis and extracts networks
from unstructured text data in over 40 languages. The context-level attributes Netmapper pro-
vides include psycholinguistic cues and emotion [77]], semantic networks [[75]], and social identity
theory [42]]. The linguistic cues enable us to analyze sentiment and emotionality from pronouns,
emojis, and negative or positive language. These cues are foundational for generating a BEND
model in Ora.



2.2.3 Bothunter

Bothunter is a bot detection algorithm that generates a prediction that an account is a bot that
demonstrates automated activity and is likely controlled by software. Bothunter is a tier-based
random forest classifier trained on past bot campaigns and maintains an accuracy above 90%
[10]. To increase certainty around our bot classification for each Twitter account, we use the
recommended bot probability score of .7, at which the bot classification label is most stable from
flipping from one class to the other for outlying bot activity [66]].

2.2.4 Ahrefs

Ahrefs is a search engine optimization (SEO) platform for research on traffic and optimizing
websites. Ahrefs maintains its web crawler that processes 8 billion pages daily to update its
indexed backlinks [[1]]. We use this tool to collect SEO data for particular websites of interest,
collecting backlink data and how users get to sites via keyword search phrases.

2.2.5 BERT-Topic

We use the open-source Python library BERTopic to convert the unstructured text of tweets
into document clusters for evaluating semantic text similarity [39]. We use this topic modeling
algorithm to provide a high-level overview of China’s strategic messaging. This library converts
text into sentence embeddings using a pre-trained language model. After converting our tweets
into sentence embeddings, the library uses methods such as UMAP and HDBSCAN algorithms
to reduce data dimensionality and cluster similar documents. Finally, it creates topic clusters
using a variant of the Term Frequency-Inverse Document Frequent (TF-IDF) algorithm.
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Chapter 3

Research Plan

3.1 Characterizing China’s influence campaigns (Chapter 2)

3.1.1 Research Questions

This chapter provides the foundational empirical basis and theoretical understanding of how
the PRC wages individual information campaigns, covering the range of both attributed and
unattributed campaigns. Additionally, we will map these campaigns to BEND information ma-
neuvers to understand how China wages information tactics within a campaign. Our key research
questions for this chapter are as follows:

* Can we characterize PRC information campaigns on social media using network measure-
ments?

* How does China use information maneuvers within its campaigns?

3.1.2 Methods and Proposed Work

This chapter uses network measures to examine how individual information campaigns are struc-
tured and how information diffuses through social media network structures. We propose ana-
lyzing multiple datasets under two different types of campaigns; overt campaigns in which we
examine how the PRC wages public diplomacy and its amplifier network, in addition to covert
campaigns, in which there is intentionally no attribution to the PRC.

We will conduct an initial statistical and network analysis on an overt campaign dataset using
the pipeline in Figure where we first label all agents within a dataset as either PRC state-
sponsored or state-affiliated or a probable bot account. Our Twitter datasets will be converted
into meta-networks or a network of networks in which relationships are defined between Twitter
users, shared hashtags, and interactions with tweets, such as retweeting or liking a tweet and the
URLs that are embedded within a given tweet.

* Size: Number of actors within a network

* Density: Metric for denoting how connected a network is, represented by the fraction of
edges between agents over all possible connections ratio [[79].
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Figure 3.1: Pipeline for mapping network information maneuvers

* E/I Index: The External/Internal index is a community structure measure representing a
node’s isolation from an external community conversation with the rest of the network.
This measure is calculated by the formula F — [ /E + I where E represents external links,
and [ represents internal links [S3].

* In-Degree Centrality: Within a directed network, this represents the number of nodes ad-
jacent fo a given node [79].

* Out-Degree Centrality: With a directed network, this represents the number of nodes adja-
cent from a given node [79].

In published work [47], my initial findings analyzing a small overt campaign around the
Democracy Summit indicate a few key factors to expand and investigate. First, overt campaigns
may be defined as simple centralized information campaigns in which key personnel propagate
tweets and amplifiers retweet. For Twitter data, a user with high In-Degree Centrality is gen-
erally characterized by a high retweet, reply, and quote frequency. In contrast, users with high
Out-Degree Centrality will have tweets, replies, or quotes that other users frequently share.

Finding Key Superspreaders In a Twitter dataset, a user with high Out-Degree Centrality
will have tweets, replies, or quotes that other users frequently share. Within our labeled state-
sponsored accounts, ten accounts were responsible for 50% of all original tweets. This group
can be captured by the following in which the out-degree centrality of node v in the network is
given by:
outdeg(v)

V-1
where outdeg(v) is the number of outgoing edges from node v and |V| is the total number of
nodes in the network. To identify nodes whose out-degree centrality is one standard deviation
above the mean, denoted as (i + o), we can use the following equation:

N ={v | Cou(v) > (n+0)}

where v is a node in V', and Cy(v) is the out-degree centrality of node v.

Cout(v) -

Finding Key Amplifiers In a Twitter dataset, a user with high In-Degree Centrality is gen-
erally characterized by a high retweet, reply, and quote frequency. Similar to our outliers for
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out-degree centrality, all six top amplifier accounts were probable bot accounts. We can find
these accounts by the following: Let G = (V, E) be a directed graph, where V' is the set of nodes
and F is the set of edges. The in-degree centrality of node v in the network is given by:

_indeg(v)

Cnlv) = 5777

where indeg(v) is the number of incoming edges to node v and | V| is the total number of nodes in
the network. Our information campaign’s main information propagators are those nodes whose
in-degree centrality is one standard deviation above the mean, denoted as (i + o), we can use
the following equation:

N = {v] Calv) > (1 +0)}

where v is a node in V, and C},(v) is the in-degree centrality of node v.

Finding Key Facilitators We define key facilitators as agents belonging to both in-degree and
out-degree centrality outlier sets as defined above. We found one PRC diplomatic account and
one media account that matched these parameters. Additionally, the diplomatic account became
active before, during, and towards the end of the campaign, providing more evidence of its func-
tion as a facilitating account that creates and retweets content within an information campaign.

To identify nodes whose in-degree centrality and out-degree centrality are one standard devi-
ation above the mean, denoted as (; + o), we can use the following equation:

N ={v|Cyx(v) > (n+0)and Cou(v) > (L +0)}

where v is a node in V', Cj,(v) is the in-degree centrality of node v, and Cyy(v) is the out-degree
centrality of node v.

Localized Campaigns A given information campaign may represent international reach but may
also contain smaller campaigns with a more targeted intended audience. We propose extracting
sub-networks that may represent localized campaigns conducted through China’s Consulate of-
fices based on research regarding China’s past information operations [48, |50]. By using our
known labeled agents from the labeling process, we can find similar unlabeled agents by look-
ing at outliers within our closeness centrality network that determines the closeness of a node
to other nodes within a network. We examine the nodes at least one standard deviation above
the mean and explore these accounts manually to determine if they represent other non-Chinese
state-actor accounts. We also use the tweet language metadata tags to add tweets if the targeted
audience uses a specific language. We extract the sub-meta network of all known state actors and
follow-on tweets labeled for a given language.

We examined China’s localized campaign strategies to target different populations, primarily
through China’s diplomatic offices. These campaigns frequently coordinated with local govern-
ment, news outlets, and community members. While the impact of these campaigns was not
measured, we found evidence of China using similar tactics in different countries to dissemi-
nate Chinese consulate messages with similar verbiage and rhetoric to local populations. This
finding indicates a global strategy with localized sub-components for diffusing messaging at the
international and local levels.
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3.1.3 Challenges and Limitations

Our social media analysis is solely derived from our Twitter data captures. As such, our analysis
reflects the PRC’s social media strategies in this domain and may not reflect its campaigns taken
on other platforms such as Weibo or localized social media platforms such as the PTT Bulletin in
Taiwan. Attributing covert campaigns on social media platforms remains a technical challenge.
We supplement our covert datasets with validated covert networks to account for our inability to
attribute the datasets to the PRC fully.

Attribution challenges are a primary driving factor in this chapter, but distinguishing between
attributed and unattributed campaigns is an open area of research, as state actors intentionally
mask their origin or use proxies to disseminate information. Attribution requires analysis and
triangulation of multiple data sources which are frequently not available through public APIL.
As such, there remain strong limitations in accurately identifying the true origin of information
campaigns.

Network analysis is a useful method for understanding social structures and dynamics, but
it has its limitations. This method may not capture all relevant factors or interactions, and other
qualitative or quantitative methods may be needed to complement the network analysis and pro-
vide a comprehensive understanding of China’s influence campaigns. Additionally, these mea-
surements are based on assumptions and simplifications of social network structures, and their
validity and reliability may vary depending on the context and data being analyzed. We apply
mixed methods for our research questions in this thesis to fill in these methods gaps with our
network approach.

3.2 China’s Narratives towards regional neighbors (Ch3)

3.2.1 Research Questions

This chapter builds off the last chapter, extending beyond how the PRC messages to further
explore what the PRC messages. Specifically, we explore what themes emerge in the PRC’s nar-
ratives using both social media and newspaper articles. Our data allows us to start understanding
how these narratives have shifted over time in rhetoric oriented towards China’s neighboring
countries in the East Asia Pacific, e.g. South Korea, Japan, the Philippines, and Taiwan.

The Asia Pacific is currently undergoing a turbulent period of shifting security alliances and
expanding spheres of influence toward China or the United States. Russia’s invasion into Ukraine
may seem far removed from the region, but it has had a rippling effect on security posturing.
Japan is continuing to strengthen its relationship with NATO in the Indopacific [S]] in addition
to strengthening security cooperation and economic trade with South Korea [38]. There is a
research gap in exploring regional narratives and how they shift over time. We ask the following
questions in this chapter:

* Can we extract China’s shifting narratives and dialogue about regional neighbors?

* What do these narratives tell us about the region’s geopolitical trajectory using the BEND
maneuvers?
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Figure 3.2: Creating and analyzing point-wise mutual information within a network structure

3.2.2 Methods and Proposed Work

Our base data for this chapter uses Twitter social media data and scraped news articles. We run a
similar analysis on our two datasets to extract narratives and understand how the latent variables
for our datasets shift over time. The pipeline in Figure [3.2] demonstrates how we can transform
unstructured text, extract narratives and compare network structures over time. In this chapter,
the planned work will: (a) expand our BEND analysis to understand how China uses information
maneuvers toward specific countries, (b) expand our understanding of China’s narratives and
how they have shifted, (c) Provide a case study for the special case of how China uses narratives
to support its offline kinetic activity.

Unsupervised Topic Modeling using LDA To capture the semantic context of our data, we
build unsupervised topic models based on Latent Dirichlet allocation (LDA), which is a power-
ful tool for uncovering latent variables in observed data [[16]. These topic models assume that
a dataset comprises some number of topics and that each word in each document is mapped
to a topic, effectively extracting word and phrase patterns and clustering them to best describe
document groupings. The joint probability, p;;, can be calculated using the following formula:

Number of documents where topic i and topic j co-occur

Pij = Total number of documents or occurrences in the dataset
Precisely improving the quality of the topic quality output is tricky as not match human quality
ratings [44]. A manual and iterative process for data cleaning, topic merging and parameter tun-

ing will be how we increase topic quality [71]].
Linkage Networks Once a topic model has been complete, we can generate the linkage be-

tween topics, where a link indicates the extent that two topics co-appear within a document,
weighted by the joint probability or how often two topics would co-appear by chance [69]. This
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linkage is called point-wise mutual information (PMI), and is a measure in information theory
to quantify the association or dependency of two events [27, 59]. PMI can be defined as the
following:

PMI(z, y) = log, (#)

We can discover how highly interlinked nodes are clustered using the Louvain clustering algo-
rithm to detect these groupings.

How do Narratives shift? We use a Bayesian definition of probability to measure surpris-
ing text in our data by measuring the distance between posterior and prior distributions with the
Kullback-Leibler divergence (KL) [46]. KL divergence[54] is defined as the following:

KLPI 9= Zp )+ log; (qgg)

where P and () are two probability distributions being compared, p(z) represents the data the
model has been trained on, and ¢(z) represents a new data distribution.

Lastly, we will use an innovative application of KL introduced by researchers [6] to measure
how novel a document or narrative theme is with surprise. We can compare the surprise factor
of a given document to prior documents in addition to documents that appear in the future of
collected data, which is defined as transience. Using these measures will allow us to identify
which documents signal a shift from past discussions and where narratives first emerge within
our collected documents.

3.2.3 Challenges and Limitations

The primary challenge for this chapter will be the disparity between how frequently China dis-
cusses country x versus country y, in addition to producing coherent topic models through which
we can compare distributions over time. Additionally, while KL Divergence has been shown to
capture cognitive aspects of language shift, the signals in our data may not be strong enough to
warrant finding major shifts in the PRC’s narratives.

Lastly, while LDA is a commonly used technique for topic modeling, it has limitations,
such as sensitivity to the choice of hyperparameters, reliance on bag-of-words representation
which may lose contextual information, and potential for interpretability issues in interpreting
the resulting topics. The interpretation of the topics generated by LDA may also be subjective
and requires manual intervention for data cleaning, topic merging, and parameter tuning. This
subjective element may introduce bias and affect the reliability of the findings.
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3.3 Cross-Domain Activity: How does China use the internet
to push narratives? (Ch 4)

3.3.1 Research Questions

Information operations thrive by manipulating a target audience to think, feel or act in a specific
way. Web browser search results can also be manipulated by search engine optimization with
both“white hat” ways in which websites adapt to be more discoverable by search engines and
“black hat” ways that seek to manipulate and trick web browser search results [38]. There is a
research gap regarding how SEO impacts information operations in reaching an intended target
audience. However, emerging research reveals that state actors have used black hat techniques
to drive web traffic to specific websites. We seek to expand this thread of research by answering
the following:

* How do authoritarian governments such as China use SEO to promote traffic?

* What are the cross-domain patterns that emerge?

3.3.2 Methods and Proposed Work

In this chapter, we apply network methods to characterize how China uses black and white hat
search engine optimization to steer internet traffic to sites. This approach creates a higher-level
understanding of how the PRC narratives flow across platforms to users and what underlying
technique they may use to drive traffic to any site.

Seed URLs We will use the proprietary SEO tool Ahrefs to conduct website analysis, discovery,
and information extraction. We will initialize our website traffic ecosystem by first exporting
SEO data for important sites of interest. Given the PRC’s multifaceted approach to using both
military, civilian, and soft power organizations to conduct influence operations, we will be using
the following categories to collect website data:

* News: Top State-Affiliated News Sites e.g., Global Times, Xinhua, CGTN
* Government: Top Government Domains
* Social Media: Top Superspreader accounts for Twitter, Youtube, and Facebook

* Think Tanks: Most influential PRC-affiliated think tanks [56].
Generate Network Relationships and find Co-Amplification Using methods first introduced
by Williams and Carley [80], we will generate networks for each group of websites exported
from Ahrefs. We will generate backlink networks, also known as inbound links, to connect one
website to another. We will also generate key-phrase networks. These words are added to online
content to match a target audience’s query results for more accurate search results.

Our backlink network will enable us to see if websites heavily use backlinks from low-quality
domains, such as blog sites, that are easily propped up to generate traffic demand. This black
hat SEO technique is called a link scheme, and it attempts to manipulate browser results with un-
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natural links that may trick the browser into bumping up a website’s ranking [40]]. Additionally,
common websites that provide many outbound links to multiple websites of interest will begin
to show a strategy across multiple domains. We will pull the 1,000 top back-linking websites for
each website by backlink volume. Source nodes will be the website of interest, target nodes are
the domains and edge links will represent the number of backlinks between each node pair.

Our key phrase networks will also show each website’s top key phrases to guide web traffic.
We will use a Leiden clustering algorithm to group websites by how similar their connections to
key phrases are. Apart from finding patterns for different types of websites, we are interested in
finding unusual key phrases. Black hat exploitation of data voids has demonstrated that websites
linked to conspiracy theories will exploit unusual key search terms to create a more direct line of
traffic to a website. For each website, we will pull the top 1,000 critical phrases with the highest
Google ranking for each domain, where source nodes are the websites, target nodes are the key
phrases and edge links are a connection.

We measure co-amplification as measuring the overlap between any website of interest and
the back-linking domains. We will explore these relationships using a LinkScore metric given
by:

A(i, j) — B, )
SD(i, j)

LS5(i,j) =

where A(3, j) represents the actual number of links, F(7, j) represents the expected number of
links, and SD(i, j) represents the standard deviation of the expected number of links between
nodes ¢ and j in the network.

3.3.3 Challenges and Limitation

We do not have access to the temporal properties of SEO network data that would enable co-
ordination analysis. We can observe if co-amplification occurs, but we can not conclude that
a coordinated effort is being conducted. Additionally, co-amplification is not an indication of
causality. If key phrases are similar enough, there are valid reasons for backlink correlations
between websites of interest.

Identifying other black hat SEO techniques will be challenging, in addition to making the
distinction between manipulative and covert tactics. We will likely encounter predictable but
challenging problems in defining this boundary for what constitutes likely covert black hat SEO.

Last and most important, the landscape of SEO and information operations is constantly
evolving, with new techniques and strategies emerging over time. The research may face chal-
lenges in keeping up with the rapidly changing nature of SEO practices and information op-
erations, and the findings may have limitations in capturing the most current and up-to-date
strategies used by China or other actors.
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3.4 Synthetically Generating PRC Information Operations (Ch
5)

The Information Environment may be defined as the ““ aggregate of individuals, organizations,
and systems that collect, process, disseminate, or act on information—as consisting of physi-
cal, informational, and cognitive dimensions — Joint Concept for Operating in the Information
Environment (JCOIE) [68]].

However, the information environment (IE) is more complex than just the important actors,
organizations, and systems that create information than we are interested in. There are countless
other actors, organizations and systems creating volumes of noise that may not be relevant to
the information environment in question. A 2022 report on general internet activity found that
roughly 42% of all internet activity was created by bots or automated accounts [2].

Researchers at Carnegie Mellon University created a game for instructing analysts and de-
cision makers on how to extract critical information from the IE. Project OMEN (Operational
Mastery of the Information Environment) is a training game designed and developed to help an-
alysts fight misinformation on social media. It is a practical and scalable game for learning about
social media analytics for either analysts or decision makers [52]. The first OMEN scenario
began with semi-synthetic training data based on the NATO Trident Juncture exercise in 2018
and the COVID-19 pandemic. Analysts were trained to use ORA and other network analysis
tools and provided scenario data daily during the 5-day exercise to extract critical information
on information maneuvers taking place. OMEN is an example of a decision-making game where
players are presented with choices at different parts of the story-line, where they have the ability
to affect the game’s outcome based on their decisions [[7].

This chapter progresses the game to incorporate scenarios based on state-actor tactics, tech-
niques and procedures (TTPs) within the information environment. While our focus will be the
PRC, these same methods will likely be expanded to also understand Russian and other state-
actor TTPs within the information environment

3.4.1 Research Questions

The final chapter of this thesis integrates work from earlier chapters to synthetically gener-
ate the framework for PRC information maneuvers. This chapter contributes to ongoing ef-
forts at automating information environment training scenarios with the scenario generation of
state-sponsored information operations. Given what we now know about the types of infor-
mation campaigns, types of key actor, and PRC patterns for information maneuvers, can we
synthetically design a PRC information campaign?

3.4.2 Methods and Proposed Work

We propose extending current research on a scenario generator to facilitate state-sponsored in-
formation campaigns by creating templates for the scenario, types of actors, and types of infor-
mation maneuvers based on preceding chapters. The scenario generator is currently an R-Shiny
app and will serve as the front-end interface for a customer to input the parameters for a de-
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sired wargame. If a user designates that the scenario will entail a PRC information campaign,
our templates will automatically draw from known superspreader Twitter accounts and denote
a distribution for a bot amplifier network. Additionally, we will evaluate the final synthetic in-
formation campaign output by other Office of Naval Research grant performers to validate their
methods for producing synthetic content.

Type of Scenario Overall, OMEN’s goal is to enable synthetic information campaign gen-
eration for the following scenario categories: Health, Election, Climate, Conflict/War, Colli-
sion/Accident, Military and Diplomatic events, where we generate the information environment
for a given event. Key fields for a given template include an event taking place over a timeline,
key actors to include adversarial actors and their potential allies, friendly actors and their allies,
the location that an event takes place, and a scenario description for what major sub-events occur
each day prior to, during, and after an event.

For this work, we will conduct research on possible scenarios that cover a spectrum of con-
flict, types of actors, and types of sub-events. Our final scenario may include one of the follow-
ing:

1. Planned military exercise: There are a number of planned joint exercises that currently
take place in the Indopacific region to include: US-Philippines Balikatan exercise [65] and
other bilateral exercises with Japan [S5], and South Korea [51]].

2. Military Collision: As China continues increasing the extent of military encirclement
around Taiwan during military drills, there is also an increased chance of a military ac-
cident or collision that could spike conflict. China simulated precision strikes on Taiwan
in April 2023, with an increased amount of both Chinese and Taiwanese aircraft and mar-
itime assets around the Taiwan Strait median line. This set of military drills was in response
to the Taiwanese Presidents visit to the United States [64].

3. National Security Law: This scenario would extract information maneuvers from China’s
implementation of the Hong Kong’s Security Law, which laid down the legal framework
for expanding China’s jurisdiction and prosecution authority over Hong Kong dissidents
[43].

4. Military Invasion: This scenario would encompass the most complex and unpredictable
information maneuvers around an actual invasion into Taiwan.

Our scenario for this chapter has no bearing on the actual likelihood of such an event occurring,
but will be based on current geopolitical tensions and conflict.

Type of Actors This category covers main actors, background actors, organizations, and bot
accounts. We may extend this category to cover other types of inauthentic activity that we see in
either covert or overt types of campaigns to include use of influencers, bots that seek to drown
out a given hashtag (also known as hashtag jacking), puppet accounts operated by humans, etc.

* PRC State-Sponsored Government Accounts: Based on collected accounts
* PRC State-Affiliated Media: Based on collected accounts
* Other State-Actors: United States, Philippines, South Korea, Japan, Russia, India
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* Media Organizations: Regional, International, and State-Sponsored
* International: United Nations, NATO, ASEAN

Course of Action Development The Courses of Action (COA) template requires at least two
COAs created for each day of the simulated exercise. Different examples of COAs might be to
use the BEND explain maneuver to counter disinformation narratives or to use narratives that ex-
cite a targeted audience prior to a joint exercise if the public relations outreach is limited. These
COAs will reflect available options a user can make to shape the information environment ac-
cording to their messaging priorities.

Synthetic Data Evaluation We will conduct evaluation of the synthetic scenario data by com-
paring the output to what we have observed in past campaigns.

* Network Structure: Are Key Actors and Amplifier networks similar to other campaigns?
How is information diffused?

* BEND Distribution: Does the data for each day reflect major information maneuvers
within the scenario? Do the COAs line up to what is observed in the data?

* Inauthentic activity: Do bot networks and puppet accounts match PRC TTPs?

* Semantic Similarity: How are the state-actor tweets generated? How similar is the dis-
course to historical data? The open-source library HuggingTweets is a tweet generator that
enables a user to fine-tune the pre-trained transformer on past tweets to generate or predict
new text with a simple prompt [28]].

* ORA Report Analysis: Does the scenario and prompt match what the user input? For each
day in the data, do Key Actors get reflected in the data? Is inauthentic coordination present
and discoverable within the data?

* COA Analysis: This portion of user validation may require an internal hackathon to ana-
lyze each COA scenario and ensure decision points for players mirror what occurs in the
data.

3.4.3 Challenges and Limitations

The primary logistical challenge for this chapter is that beyond the user interface, the synthetic
data is being generated by an external group. Our timeline may have challenges for any iterations
that are required to fix the scenario data and ensure that our synthetic campaign mirrors state-
sponsored TTPs. Additionally, our understanding of the generative process for the output data is
determined by our collaborating partners.

The generation of synthetic information campaigns, even for research purposes, raises ethical
concerns. Creating scenarios that involve state-sponsored information operations, such as those
of the People’s Republic of China (PRC), may potentially have real-world implications and im-
pact the perception of actual events. Our work will ensure that the generated scenarios do not
contribute to misinformation or manipulation of public perception.

Additionally, the accuracy and validity of synthetic scenarios generated through the proposed
framework may be a challenge. The templates for the scenarios, types of actors, and types of
information maneuvers are based on preceding chapters and existing knowledge. However, there
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may be limitations in the accuracy and completeness of the templates, and the synthetic scenarios
may not fully capture the complexity and nuances of real-world information campaigns. The
templates for the scenarios, types of actors, and types of information maneuvers used in the
framework may be based on existing data and knowledge, which may potentially contain biases
based on the data collection and the accounts of interest. These biases may affect the accuracy
and validity of the synthetic scenarios, and may impact the conclusions and insights derived from
the generated scenarios.

Lastly, the proposed framework aims to generate synthetic information campaigns specifi-
cally for the PRC, but the generalizability of the findings to other state actors, such as Russia,
may be a limitation. The tactics, techniques, and procedures (TTPs) used by different state ac-
tors may vary, and the framework may need to be adapted or modified to capture the unique
characteristics of other state-sponsored information operations.

22



Chapter 4

Contributions

4.1 Theoretical Contributions

This thesis’s theoretical framework is grounded in the information environment, which encom-
passes the complex ecosystem of organizations, individuals, and systems that collect, process,
disseminate, or act on information. We recognize the three interconnected dimensions of the
information environment, namely the physical, informational, and cognitive components. This
theoretical perspective provides a wide lens to understand the complexities of the modern infor-
mation landscape, particularly on the internet, where information can be propagandized, manip-
ulated, and disseminated rapidly globally.

Furthermore, this thesis draws on past research on state-sponsored campaigns, particularly
in the context of China’s activities, to highlight the limitations of existing approaches that rely
on collaboration with social media platforms for data access and attribution. This theoretical
foundation underscores the need for alternative methodologies to overcome proprietary data re-
strictions, scarcity of resources, and human interest in obtaining data on information campaigns.
We propose a mixed methods approach that integrates network centrality methods, overarch-
ing narrative analysis with information theory measurements, and a network application of how
China uses underlying SEO to address these limitations and comprehensively understand state-
sponsored inauthentic behavior in the information environment.

Moreover, the theoretical framework of the thesis acknowledges the dynamic nature of the in-
formation environment, particularly concerning China’s information campaigns toward regional
areas. We analyze the shifting dynamics of China’s dialogue in the information domain over time
and emphasize the importance of considering temporal changes in communication patterns and
strategies. This theoretical perspective contributes to a nuanced understanding of China’s infor-
mation campaigns and provides a foundation for analyzing the motivations and tactics employed
by state actors in the information environment.

Overall, the theoretical framework of the thesis is grounded in the concept of the information
environment and draws on past research to highlight the limitations of existing approaches. The
proposed mixed methods approach and emphasis on temporal dynamics contribute to a compre-
hensive understanding of state-sponsored inauthentic behavior in the information environment,
providing theoretical insights that inform the methodology and analysis undertaken in this thesis.
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4.2 Methodological Contributions

This thesis makes several methodological contributions to literature around state-sponsored in-
formation campaigns. We introduce a basic framework using network centrality methods for
identifying key agents within an information campaign, including outliers and other metrics
that reveal the functions and roles of different agents. Pointwise mutual information networks,
on the other hand, provide insights into the linguistic patterns and semantic associations in the
communication of state actors, particularly in their dialogue towards regional countries, Russia,
and the United States. This mixed methods approach allows for a comprehensive characteriza-
tion of state-sponsored campaigns in the information environment, capturing both structural and
content-related aspects of information campaigns.

This thesis proposes an innovative approach to analyze China’s potential use of search en-
gine optimization (SEO) techniques to boost its websites’ visibility in browsers artificially. We
explore how China may manipulate search engine rankings to amplify its online presence by
analyzing different categories of government-affiliated websites and social media domains. This
novel methodological approach provides insights into the potential use of SEO as a tactic in
state-sponsored information campaigns, contributing to the understanding of how governments
can manipulate the information environment through technical means.

Lastly, this thesis integrates empirical findings into a decision-making game for analysts to
identify inauthentic state-sponsored information maneuvers in the information environment. This
practical contribution provides a valuable resource for researchers and analysts in the field, offer-
ing guidance and insights into the methodology employed in the thesis. The scenario generator
and its references will serve as a comprehensive reference for researchers interested in studying
state-sponsored information campaigns, providing critical findings for discovering information
operations in the wild.

In summary, the thesis makes methodological contributions through its mixed methods ap-
proach that integrates network centrality methods and pointwise mutual information networks,
its innovative analysis of search engine optimization techniques, and the extension of a synthetic
training environment for analysts. These methodological contributions enhance the understand-
ing of state-sponsored information campaigns in the information environment and provide valu-
able tools for researchers in this field.

4.3 Academic Contributions

Work for this thesis has resulted in a series of publications at journals and conferences. My initial
framework for Chapter 1 on characterizing an overt PRC information campaign was published in
the SBP-BRIMS conference proceedings [4/] with an extension on localized campaign discovery
pending in the Computational and Mathematical Organization Theory. Our work while conduct-
ing literature review in understanding PRC doctrine was published in Small Wars Journal [48]],
with follow-on empirical work pending a submission to Security Dialogue. We will continue to
prioritize high-impact venues that value interdisciplinary social science work and insight.
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Chapter 5

Proposed Timeline

The work schedule for this dissertation is as follows in figure In the spring of 2023, I will
extend my analysis for Chapter 2 to analyze covert datasets and additional overt datasets for char-
acterizing PRC information campaigns. The topic modeling and linkage networks component to
Chapter 3 will also be completed for the SBP-BRiMS conference. By the end of the summer of
2023, I will have Chapter 2 finalized. Additionally, I will expand the BEND analysis in Chap-
ter 3 for the social media datasets. During this period, I will also begin working with OMEN
developers to develop a computational template for automated campaign generation for training
scenarios. In the fall of 2023, I will begin finalizing Chapter 3’s narrative comparison between
the social media and scraped datasets. Additionally, I will begin preparing the SEO networks for
Chapter 4 analysis. By the winter of 2023, Chapter 4 will be nearing completion, in addition to
any last changes for the OMEN scenario generator. The beginning of the spring semester mainly

serves as a buffer period for any last analysis or components that need to be completed. My goal
is to defend this thesis by April 2024.
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Spring 23

Summer 23

Fall 23

Winter 23

Spring 24

In-Progress

Chapter 2: Characterizing PRC Campaigns

Complete

Extend Overt/Begin Covert Campaigns

Social Cyber Security Maneuver Analysis

Chapter 3: PRC Narratives

Complete

Topic Modeling/Linkage Networks over time

Social Media and Social Cyber Maneuver

Comparison of Social Media and News Narratives

Chapter 4: The PRC's Cross Domain Activity

Complete

Seed Site Backlink Network Generation

Analysis of potential link schemes

Key Phrase Networks

Extend other metrics for correlationg activity

Chapter 5: Synthetic Campaign

Complete

Scenario Research

Aggregate Key Information Manuever Findings

Integrate PRC Tactics into Scenario Generator

Finalize Thesis Document

March 2024

Thesis Defense

April 2024

Figure 5.1: Proposed Timeline for Dissertation Milestones

[ ] Completing
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